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@ TLDR:
» Goal: fine-tuning LLMs into strong multilingual reasoners.

» Approach: utilizing the translation task to strengthen language
alignment within the LLM and this way enables us to transfer its
English proficiency to non-English scenarios.



___________________________________________
Why Do We Choose This Topic?

@ The lessons that | learned from my last year's works:
» INK: Injecting kNN Knowledge in Nearest Neighbor Machine Translation.

o Framework (interesting idea) is more important than implementation
(performance score).

» Multilingual Machine Translation with Large Language Models: Empirical
Results and Analysis.

o LLM’s multilingual performance is far from satisfactory.
» Extrapolating Large Language Models to Non-English by Aligning Languages.
e Translation training can now impact other tasks .

e Targeting a rigorous evaluation task is important in this new era.

v

“Question Translation Training for Better Multilingual Reasoning”
improving multilingual performance + the rigorous reasoning task + two-step training framework
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Multilingual Mathematical Reasoning

@ Mathematical Reasoning
» predicting the numerical answer based on the given question

» answering with chain-of-thought usually gets more accurate
prediction

@ Shi et al. extend it to a multilingual task (MGSM).

Question: Olivia has $23. She bought five bagels for $3 each. How Frage: Olivia hat 23 US-Dollar. Sie hat funf Bagels fur 3 US- Dollar pro
much money does she have left? Stuck gekauft. Wie viel Geld hat sie ubrig?
Answer: 8 Antwort: 8

English German

Question: Olivia has $23. She bought five bagels for $3 each. How

ntich money does she have left? B RAMTA 23 £, WL TENDEN 3 ETMEEH, 7

Step-by-Step Answer: 5 bagels for $3 each should cost 5 * 3 =15 A ES -
dollars. Olivia had $23 in the beginning, so now she has 23 -15 =8 BE: 8
dollars left. The answer is 8. Chinese

English (answering with CoT)

Figure from: Shi et al. Language Models Are Multilingual Chain-of-Thought Reasoners.



Unbalanced Multilingual Performance

® LLMs’ performance on English questions is much higher than it on
non-English questions.
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Figure from: Shi et al. Language Models Are Multilingual Chain-Of-Thought Reasoners.
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Related Work

® prompting close-source LLMs (translate-test)

——————————————————————————————————————————————————————————————————————————

Task-specific Solver Prompting

__________________________________________________________________________

» The effectiveness of these prompting methods are not well-
examined on open-source LLMs.

[ Please act as an expert in multi-lingual understanding in .
Request: B LR DA Y, IILARFKAEY . AT 20 ¥, X
AR B FHRERRS D?

\ Let's understand the task in step-by-step!

1. "3 k27> % ¥ " means "Mary is two years younger than Joan."
2. "L A K A % " means "Joan is five years older than Jessie. "
3. " R A 20 ¥ " means "If Jessie is 20 years old. "...

(. J

~

After understanding, you should act as an expert in arithmetic reasoning
in .

Let's resolve the task you understand above step-by-step!

Finally, you should format your answer as 'Answer: [num]'.

. J

Sure! Let's solve the task step-by-step:

1. According to the first sentence, Mary is two years younger than
Joan. Let's suppose Joan's age is J, then Mary's age is J - 2.

2. According to the second sentence, Joan is five years older than
Jessie. If Jessie's age is X, then Joan's age is x + 5...

Answer: 68. v

N e o o o - - - - - - - - - - - - - - - - - - - - - - - - - - ————

XLT
Input | want you to act as an arithmetic reasoning expert for Chinese .
Request: ERHTRESE M 3 R 3 AR, SEIFRIE 60 XK.
Request: EIBHTRE S A —HHZ K
[ER 3R 3 BowRl, = LLM

You should retell the request in English.

EXHRIEE 60 K, fifs
B—HEZDK?

You should do step-by-step answer to obtain a number answer .
You should step-by-step answer the request.

You should tell me the answer in this format "Answer:'.

Output

Request: James decides to run 3 sets of 60-meter sprints three times a week. How many meters does he run in total
each week?

Step-by-step answer:
1. James runs 3 sets of 60-meter sprints, which means he runs 60 x 3 = 180 meters per sprint.

2. James runs 3 sets of 180 meters per week, which means he runs 180 x 3 = 540 meters per week.

Answer: James runs a total of 540 meters per week.

Figure from: Qin et al. Cross-lingual Prompting: Improving Zero-shot Chain-of-Thought Reasoning across Languages. & Huang et
al. Not All Languages Are Created Equal in LLMs: Improving Multilingual Capability by Cross-Lingual-Thought Prompting.
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Related Work

@ Instruction-tuning open-source LLMs (translate-training)

» Translating English questions and CoT responses to non-
English languages.

» Combing multilingual data for instruction-tuning.

) \ \

( English )
Ne—

( English )
~
James decides to run 3 sprints 3 times a week. He runs 60 . _ _ . _
meters each sprint. How many total meters does he run a N L LT S e L L L e
week? =540>>540 meters.
( Chinese ) 3.( ) = “ Chinese ,'
ﬂ#ﬁ#frﬁ&iﬁﬁ%ﬂﬁ} 3R 3 BodRl, SEhHRIEE 60 K. b g - U EIEE— R 3*3=<<3*3=9>>9 k. FrlfbEE—ki
SEH—#BE DK 3748 9*60=<<9*60=540>>540% .
------

.' X,
-
e French )  «ceees Japanese

{_German_). MathOctopus (_German_)
James beschlieBt, 3-mal pro Woche 3 Kurzstreckenliufe
zu absolvieren. Pro Kurzstreckenlauf Liuft er 60 Meter.
\ Wie viele Meter insgesamt liduft er pro Woche? j

James sprintet 3*3=<<3*3=9>>9 Mal. Also liuft er 9*60=
<<9*60=540>>540 Meter.

l

Figure from: Chen et al. Breaking Language Barriers in Multilingual Mathematical Reasoning: Insights and Observations.



Potential Drawbacks of Translate-training

@ Translating English training data to numerous non-English
languages incurs significant translation cost, especially

considering the constant addition of large and complex
iInstruction tuning sets.

— — MetaMathQA

GSMs8K: Cobbe et al. Training Verifiers to Solve Math Word Problems.

RFT: Yuan et al. Scaling Relationship on Learning Mathematical Reasoning with Large Language Models.
MetaMathQA: Yu et al. Metamath: Bootstrap Your Own Mathematical Questions for Large Language Models.




Potential Drawbacks of Translate-training

@ ltis hard for the translation engine to accurately translate
lengthly, logical texts containing mathematical symbols in chain-

of-thought responses.

[English Response]

Half of the wallet's price is $100 / 2 = $50.

Betty's grandparents gave her $15 x 2 = $30.

In total, Betty has $50 + $15 + $30 = $95.

So she still needs $100 - $95 = $5 which her parents plan to give her for her

birthday.

[Chinese Response]

HEMEHN—321003%E7T / 2 = 50%TT,

NFENEKBLA TH15%57T * 2 = 30%TT,

XRE, NHFALRFES0XT - 30%T - 15%57T = 5%7T.

[Chinese Response (English Meaning)]
Half the wallet price 1is $100/2=$50.

Betty's grandparents gave her $15%2=$30.
This means that Betty still needs $50 - $30 - $15 = $5.

Example: missing reasoning step in the translated response
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Potential Drawbacks of Translate-training

@ ltis hard for the translation engine to accurately translate
lengthly, logical texts containing mathematical symbols in chain-
of-thought responses.

[English Response]

The total time he takes to walk to work 3 times a week is 2x3 = 6 hours

The total time he takes to walk to and from work 3 times a week is 6+6 = 12 hours
The total time he takes to bike to work 2 times a week 1is 2x1 = 2 hours

The total time he takes to bike to and from work 2 times a week is 2+2 = 4 hours

The total time he takes to go to and from work in a week 1is 12+4 = 16 hours

[Chinese Response]

RoqueBRAERE FITEE2+3=6/)\F,
RoqueBABBEITEE LMFHEE1x2=2/\F,

fthEE LR ST B 26+2=8/)\fT,

fth 8 E R RST8]t 28/ M\iT,

Att, RoqueBAZX LYIFIEIRSHFEE-+8=16/)\[,

[Chinese Response (English Meaning)]

It takes Roque 2x3=6 hours to walk to work every week.

It takes Roque 1x2=2 hours to ride a bicycle to work every week.

The total time he goes to work every week is 6+2=8 hours.

The total time he spends home every week 1is also 8 hours.

Therefore, it takes Roque a total of 8+8=16 hours per week to get to work and
back home.

Example: distinct reasoning paths between English response and translated response
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How Would the Ideal Solution Look Like?

@ Training process
» using cutting-edge English instruction data

» not requiring translating English instruction data into non-
English

® Inference process

» The model is able to solve non-English problems with its
English expertise.




Our Training Framework

@ Intuition: make LLM to understand non-English question in a
English way and transferring LLM’s proficiency in English to non-

English scenarios.

Training Stage I: Question Alignment

training the base model to translate non-English questions to English

([German Question]| Randy hat 60 Mangobaume auf seiner Farm. Er )

hat auch 5 weniger als die Halfte so viele Kokosnussbaume wie

\Mangob&ume. Wie viele Baume hat Randy insgesamt auf seiner FarmD

(Japanese Question] 5 Y74 — X AIRBIT Y T—DAECOK )
BoTWEd. T/ RET Y T—DADESDBSAI 20T

AFYVDREFHFSD>TVET .. HORFIZIEEIFTTRADOARD B
SR )

(
[Chinese Question]| 21 EH e K3H EACOR L EHR . RILALE A

é’iﬁﬁii‘%—-*&ﬁﬁ#ﬁ%ﬁo 21 —3H 5 S RA? y

r[Hnglish Question]| Randy has 60 mango trees on his farm. He also )

 trees does Randy have in all on his farm? )

non-English Question Z, arg min Z —logpy(Z,|Z)
English Questions Z, => 0 leL

has 5 less than half as many coconut trees as mango trees. How many <—

Training Stage II: Response Alignment

training stage I model with cutting-edge English-only instruction data

[Question] Randy has 60 mango trees on his farm. He also has 5 less )
than half as many coconut trees as mango trees. How many trees
does Randy have in all on his farm? )

" [Response] Half of the number of Randy's mango trees is
60/2 = <<60/2=30>>30 trees. So Randy has 30 -5 =
<<30-5=25>>25 coconut trees. Therefore, Randy has 60 + 25

= <<60+25=85>>85 trees on his farm.

[Question]| What is the total amount that James paid when he )
purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50
er pound? )
ﬁ\ esponse| James buys 5 packs of beef that are 4 pounds -

each, so he buys a total of 5 * 4 = 20 pounds of beef. The price
of beef is $5.50 per pound, so he pays 20 * $5.50 = $110. The

_answer is: 110.

— #

Question X |:"> arg min Z —log p,(Y|X)

Response Y ¢ {X,Y}eD




___________________________________________
Implementation Detalls

Below is an instruction that describes a task, paired with an input that
provides further context.

Write a response that appropriately completes the request.

### Instruction:

Translate the following sentences from Chinese to English. =#87EftBAY
Ri% L ECORERN, MiFH LLERRBBI— L DIRPFR, Zit—
HEZDRW?

### Response:

Randy has 60 mango trees on his farm. He also has 5 less than half as
many coconut trees as mango trees. How many trees does Randy have
In all on his farm?



___________________________________________
Implementation Detalls

Below is an instruction that describes a task, paired with an input that
provides further context.

Write a response that appropriately completes the request.
### Instruction:

Randy has 60 mango trees on his farm. He also has 5 less than half as
many coconut trees as mango trees. How many trees does Randy
have in all on his farm?

### Response:

Half of the number of Randy's mango trees is 60/2 = <<60/2=30>>30
trees. So Randy has 30 - 5 = <<30-5=25>>25 coconut trees. Therefore,
Randy has 60 + 25 = <<60+25=85>>85 trees on his farm.



-_________________________________________
Experiment Setting

® Base LLM
» LLaMA2-7B/13B
@ Dataset:

» We use multilingual questions in GSM8KInstruct for question
alignment.

» We use MetaMathQA for response alignment.

» We use mGSM (IND) and mSVAMP (OOD) for evaluation.

Dataset Usage #Lang Size
augmented GSMsK —  METAMATHQA Training 1 395,000
translated GSMsKk ——» GSMSEKINSTRUCT Training 10 73,559
MGSM Evaluation 10 2,500
MSVAMP Evaluation 10 10,000




-_________________________________________
Experiment Setting

® Baselines

» SFT, RFT, MAmmoTH, WizardMath, MetaMath (instruction-
tuned with English instruction data)

» MathOctopus (instruction-tuned with multilingual instruction
data)

» MonoReason (our reproduction of MetaMath)

» MultiReason (our reproduction of MathOctopus)




Experiments

® Main results

» Can question alignment stage brings improvement?

» Can question alignment stage help us to beat translate-training baseline?

® Analysis

>

>

W
W
W
W

nat if we use other translation data for stage 1 training?
nat if we switch the order of two training stages?

nat if we perform multi-task training instead of multi-stage training?

nat is the benefit of achieving language alignment on answer

consistency?

What is the connection between our approach with translate-testing?
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Main Results

@ Question alignment stage (QAlign) enables LLM’s proficiency in
English to be transferred to non-English tasks.

System (7B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 32 48 52 152 224 372 344 28.0 324 432 | 226
RFT' (Yuan et al., 2023) 24 20 28 68 168 33.6 340 292 340 448 | 206

MAmmoTH' (Yue et al., 2023) 36 48 24 108 172 332 328 260 324 49.6 | 213
WizardMath' (Luo et al., 2023) 20 40 34 240 224 304 304 30.8 348 47.6 | 230
MathOctopus' (Chen et al., 2023) | 28.8 344 392 360 384 448 436 39.6 424 524 | 400

MetaMath (Yu et al., 2023) 64 40 32 392 388 568 528 472 580 632 | 370

" MultiReason | 26.8 360 368 332 424 428 408 424 428 472 | 391
MonoReason 7.6 5.6 52 340 452 540 568 516 588 655 | 384
QAlign + MonoReason (Ours) 324 396 404 440 484 548 568 524 59.6 68.0 | 49.6
System (13B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 6.0 6.8 7.6 252 328 428 408 392 452 504 | 29.7
RFTT (Yuan et al., 2023) 32 44 36 264 336 384 448 416 468 520 | 295

MAmmoTH' (Yue et al., 2023) 3.6 5.2 1.6 192 312 456 396 368 500 564 | 289
WizardMath' (Luo et al., 2023) 64 5.6 56 220 28.0 404 420 344 456 528 | 283
MathOctopus’ (Chen et al., 2023) | 352 46.8 428 432 48.8 444 484 476 480 532 | 458

_ MetaMath (Yuetal,, 2023) | 11.6 64 76 428 492 648 652 636 652 672 | 444
MultiReason 37.6 422 440 432 536 476 540 480 548 564 | 48.1
MonoReason 124 11.2 64 420 46.0 640 624 616 648 684 | 439

QAlign+ MonoReason (Ours) 384 496 460 524 592 620 624 644 672 69.2 | 571
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Main Results

@ After question alignment, our fine-tuned LLM surpasses the
translate-training baseline (MathOctopus/MultiReason) by a large

margin.
System (7B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 32 48 52 152 224 372 344 28.0 324 432 | 226
RFT' (Yuan et al., 2023) 24 20 28 68 168 33.6 340 292 340 448 | 206

MAmmoTH' (Yue et al., 2023) 36 48 24 108 172 332 328 260 324 49.6 | 213
WizardMath' (Luo et al., 2023) 20 40 34 240 224 304 304 30.8 348 47.6 | 230
MathOctopus' (Chen et al., 2023) | 28.8 344 392 360 384 448 436 39.6 424 524 | 400

MetaMath (Yu et al., 2023) 64 40 32 392 388 568 528 472 580 632 | 370

" MultiReason | 26.8 360 368 332 424 428 408 424 428 472 | 391
MonoReason 7.6 5.6 52 340 452 540 568 516 588 655 | 384
QAlign + MonoReason (Ours) 324 396 404 440 484 548 568 524 59.6 68.0 | 49.6
System (13B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 6.0 6.8 7.6 252 328 428 408 392 452 504 | 29.7
RFTT (Yuan et al., 2023) 32 44 36 264 336 384 448 416 468 520 | 295

MAmmoTH' (Yue et al., 2023) 3.6 5.2 1.6 192 312 456 396 368 500 564 | 289
WizardMath' (Luo et al., 2023) 64 5.6 56 220 28.0 404 420 344 456 528 | 283
MathOctopus’ (Chen et al., 2023) | 352 46.8 428 432 48.8 444 484 476 480 532 | 458

_ MetaMath (Yuetal,, 2023) | 11.6 64 76 428 492 648 652 636 652 672 | 444
MultiReason 37.6 422 440 432 536 476 540 480 548 564 | 48.1
MonoReason 124 11.2 64 420 46.0 640 624 616 648 684 | 439

QAlign+ MonoReason (Ours) 384 496 460 524 592 620 624 644 672 69.2 | 571
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Main Results

® Qur fine-tuned LLMs also exhibit better robustness on the out-of-
domain test set.

System (7B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 11.5 182 17.2 31.6 352 390 39.1 39.1 392 388 | 309
RFT' (Yuan et al., 2023) 77 169 149 339 349 408 415 395 425 427 | 313

MAmmoTH' (Yue et al., 2023) 4.3 6.3 42 267 268 396 399 337 429 451 | 263
WizardMath' (Luo et al., 2023) 1.1 170 103 379 363 392 377 374 448 485 | 325
MathOctopus' (Chen et al., 2023) | 31.8 39.3 434 41.1 426 484 506 469 494 507 | 44.1

MetaMath (Yu et al., 2023) 142 178 165 532 53.1 614 60.7 589 612 655 | 463

~ MultiReason | 27.6 365 424 409 432 443 467 423 455 480 | 413
MonoReason 150 17.1 154 519 544 609 622 593 633 655 | 46.2
QAlign + MonoReason (Ours) 41.7 477 548 58.0 557 628 632 611 633 653 | 572
System (13B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 139 234 198 41.8 433 462 478 478 46.1 509 | 38.1
RFTT (Yuan et al., 2023) 122 248 194 424 423 451 452 465 456 47.1 | 37.1

MAmmoTH' (Yue et al., 2023) 50 137 129 422 477 523 538 50.7 539 534 | 38.6
WizardMath' (Luo et al., 2023) 13.7 163 125 295 37.0 487 494 438 494 563 | 35.7
MathOctopusJr (Chenetal., 2023) | 35.2 41.2 46.8 39.2 520 472 480 456 532 564 | 46.5

 MelaMath (Yuetal 2023) | 146 157 174 570 566 673 647 637 659 677 | 491
MultiReason 350 413 446 499 48.1 533 532 516 525 545 | 484
MonoReason 206 205 19.1 57.0 588 684 681 675 689 689 | 518
QAlign + MonoReason (Ours) 492 555 552 643 638 695 68.1 664 664 67.6 | 62.6

mMSVAMP
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Main Results

@ Incorporating multilingual supervised data into our framework can
achieve a higher ceiling for multilingual performance.

+6.6%

MonoReason
MultiReason
QAlign + MonoReason

QAlign + MultiReason + MonoReason

Accuracy
w By (%) ()] ~
o o o o o

N
o

=
o

o

Ben'gali Tﬁai Swéhili Japa'nese Chir'1ese Geﬁnan Fre'nch Rus'sian Spa'nish Endlish Ave}age




___________________________________________
Analysis

® We explore language alignment with other language directions,
types and domains of data and confirm our intuition that in fact X-
En questions perform best.

MGSM MSVAMP
Non-En En Non-En En

Question X—En 47.6 68.0 56.5 65.3
Question En—X 36.2 68.0 48.3 64.4
Response X—En 46.4 67.2 52.1 64.9
Response En—X 42.8 68.0 49.0 63.9
Flores-101 X—En 36.3 68.0 46.8 65.4

Data Direction




___________________________________________
Analysis

@ When we reverse the training order, we observe that the model
also tends to translate non-English questions instead of
answering them.

System Bn Th Sw Ja Zh De Fr Ru Es En Avg.
QAlign -> MonoReason 32.4 39.6 40.4 44.0 48.4 54.8 56.8 52.4 59.6 68.0 49.6
MonoReason -> QAlign 2.0 2.0 2.8 2.0 2.0 2.0 1.6 2.0 2.0 2.8 2.1

@ When we combine the data for multi-task training, we also
observe that the model tends to translate non-English questions
rather than answering them.

System Bn Th Sw Ja Zh De Fr Ru Es En Avg.
QAlign -> MonoReason 32.4 39.6 40.4 44.0 48.4 54.8 56.8 52.4 59.6 68.0 49.6
QAlign + MonoReason 2.8 2.4 2.8 2.8 2.4 5.2 3.6 3.6 8.0 67.6 10.1
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Analysis

® Another advantage of establishing language alignment is the
improvement it brings to the consistency of predicted answers
against multilingual queries.
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Question (English) Gold Answer .

There are 27 unicorns left in the world. One third of them are in the Scottish Highlands. Two thirds of the 6
Scottish unicorns are female. How many female Scottish unicorns are there?

Chain-of-Thought Response Prediction

[MonoReason| 6v
One third of the unicorns are in the Scottish Highlands, so there are 27/3 = 9 unicorns in the Highlands.

Two thirds of the Scottish unicorns are female, so there are 9 * 2/3 = 6 female Scottish unicorns.
The answer is: 6

[QAlign + MonoReason|] 6v
One third of the unicorns are in the Scottish Highlands, so there are 27/3 = 9 unicorns in the Highlands.

Two thirds of the unicorns in the Highlands are female, so there are 9 * 2/3 = 6 female unicorns in the Highlands.

Therefore, there are 6 female Scottish unicorns.

The answer is: 6

Question (Chinese) Gold Answer
ERERTIRARAELE, EF =0 —AnKEIak. 6
AEZ R RASEG I RN . FERZBENERAEAR S S R
Chain-of-Thought Response Prediction
[MonoReason| 14 X

If three-fourths of the remaining 27 one-horned animals are in the Scottish Highlands, then there are 27 * 3/4 =

21 one-horned animals in the Scottish Highlands.
If two-thirds of the one-horned animals in the Scottish Highlands are female, then there are 21 * 2/3 = 14 female

one-horned animals in the Scottish Highlands.
Therefore, there are 14 female one-horned animals in the Scottish Highlands.

The answer is: 14

[QAlign + MonoReason] 6v
If there are 27 remaining unicorns in the world, and one-third of them are in the Scottish Highlands, then there

are 27/3 =9 unicorns in the Scottish Highlands.
If two-thirds of the unicorns in the Scottish Highlands are female, then there are 9 * 2/3 = 6 female unicorns in

the Scottish Highlands.
Therefore, there are 6 female unicorns in the Scottish Highlands.

. The answer 1s: 6 .
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Question Alignment vs. Translate-Test

® Translate-test approach does not always help, it requires the LLM
to have great proficiency in both translation and reasoning.

@ For our aligned MonoReason model, direct inference and
translate-test achieves similar performance.

MGSM MSVAMP
Method Non-En En Non-En En
MonoReason (7B)

Direct Inference 354 65.5 47.6 68.9
Translate-test 30.8 - 42.3 -
QAlign+MonoReason (7B)

Direct Inference 47.6 68.0 56.5 65.3
Translate-test 46.6 - 56.6 -




Effects of Using Different English Instruction Data

@ Under different English instruction data, the incorporation of a
guestion alignment stage always boost LLM’s non-English

performance.
S . . QAL MGSM MSVAMP
upervision 1sn Non-En En Non-En En
GSMSK X 188 43.6 336 472
GSMSK v 263 416 368  47.0
METAMATHQA X 354 656 444 653
METAMATHQA v/ 476 680 565 653
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Conclusion

@ We present a novel question alignment fine-tuning step which

performs targeted language alignment for best use of the LLMs
English reasoning abilities.

@ We fine-tune open-source LLMs, LLaMA2- 7B/13B into strong

multilingual reasoners, which beat the translate-training baseline
by a large-margin.

@ Model, code and data have all been open-sourced:

» arXiv: https://arxiv.org/abs/2401.07817
» Github: https://github.com/NJUNLP/QAlign

» Huggingface: https://huggingface.co/Wenhao97



https://arxiv.org/abs/2401.07817
https://github.com/NJUNLP/QAlign
https://huggingface.co/Wenhao97

Thank You!




