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. Jason Weston &
Daily Papers Q @jaseweston
by @ AK
Here is my selection of papers for today (1 Nov): New pa per!
« Does GPT-4 Pass the Turing Test? Self-Rewa rdmg LMs
« Unleashing the Power of Pre-trained Language Models for Offline Reinforcement - LM itself provides its own rewards on own generations via LLM-as-a-
Learning Judge during Iterative DPO
« SEINE: Short-to-Long_Video Diffusion Model for Generative Transition and . erer . . . . .
Prediction - Reward modeling ability improves during training rather than staying
« Beyond U: Making Diffusion Models Faster & Lighter fixed
B ...opens the door to superhuman feedback?

LoRA Fine-tuning_Efficiently Undoes Safety Training_in Llama 2-Chat 70B

CapsFusion: Rethinking Image-Text Data at Scale

arxiv.org/abs/240110020
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The Impact of Depth and Width on Transformer Language Model Generalization

Battle of the Backbones: A Large-Scale Comparison of Pretrained Models across .
Computer Vision Tasks Self-Rewarding Language Models

Learning From Mistakes Makes LLM Better Reasoner

Keep exploring,
AK

Weizhe Yuan''? Richard Yuanzhe Pang'? Kyunghyun Cho?
Sainbayar Sukhbaatar! Jing Xu! Jason Weston!:?
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Zeyuan Allen-Zhu
@ZeyuanAllenzhu
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Part 3.2: Why do LLMs need Chain of Thoughts even for basic questions
(e.g. was Biden born on an even day)? We show that LLMs cannot
efficiently manipulate knowledge even if such knowledge is 100%
extractable; + inverse knowledge search is just impossible.

arxiv.org/abs/2309.14402

ysics of Language Models: Part 3.2, Knowledge Manipula
successful extraction *

Unless:
A. Chain of Thought (CoT)
is applied or
B. finetune with LOTS of
samples than needed

knowledge clag

99+% acc
ber 2, 1996...

higher than

Was Donald Trump born in an even day?

Noxa\d'frumpwalrw"r June 14, 1946, Jvhich is an odd day.

Do you know what odd means?

Yes.ize for the oversight. You are correct. The number 14 is even. So, Donald Tru
gn an even day, June 14, 1946. Thank you for pointing that out.

withc
with |

Unless:
knowledge is reversely
written in pretrain data

aven month?
99+% acc|
Yes EEESZEL
[...on 50k individuals]
r ranked higher than ...
96?

& Al at Meta and MBZUAI

1:33 AM - Sep 27,2023 - 400.3K Views

Who was
|I | onald Trump was born on June 14, 1946, while Joe

Yes or no, was Donald Trump born earlier than Joe Biden?

Yes. x

Tell me why?

iden was born on November 20 1€

Therefore, Joe Biden was born earlier than Donald Trump by almost four years. (E 2}
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Chinese Idiom

Task

Translate: What is character

G

N RS

Quanquan Gu @QuanquanGu - Oct 5
Intriguing findings ¢! I've noticed that several examples, including the one
in the picture, can be tackled by today's GPT-4. This prompts us to
reconsider the definition of "reproducibility" in the era of #LLM. What
applies to one version may not necessarily hold for another.

O n Q 1 ihi 772

>

Zeyuan Allen-Zhu @ZeyuanAllenZhu - Oct 5

Agree. That's why we propose to focus on synthetic experiments and
control the training set. As for GPT4 experiments, | suggest doing some
larger-scale tests (instead of trying only Trump/Biden) as OpenAl may
locally fix it at any time. I'm pasting below some of my run snapshots

in this (commonly-used) Chinese idiom?

Prompt 1: F{IE XFEANF HIXEHAF?
Prompt 2: f{IB“BXNR"HIXZTAF?
Prompt 3: F{iE"BEXR"HXETAF?
Prompt 4: F{iE"BEAX"HXZHTAF?

GPT3.5 accuracy 9.4%,

GPT3.5 accuracy 29.5%,
GPT3.5 accuracy 32.0%,
GPT3.5 accuracy 56.7%,

GPT4 accuracy 17.6%
GPT4 accuracy 36.1%
GPT4 accuracy 76.7%
GPT4 accuracy 90.6%

Translate: What is / sentence of this (commonly-used) Chinese poem?

Inverse search : “FAH AKX TN E—A 2 A? GPT3.5accuracy 2.1%,GPT4 accuracy 7.3% Chinese Poem
Forward search: “INEBER—BE"INT—AZ4? GPT3.5 accuracy 33.0%,GPT4 accuracy 66.5% Task
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VERA: VECTOR-BASED RANDOM MATRIX ADAPTATION
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The Dawn of LMMs:
Preliminary Explorations with GPT-4V (ision)

XF GPT-4V {38

Zhengyuan Yang®, Linjie Li*, Kevin Lin*, Jianfeng Wang*, Chung-Ching Lin*,
Zicheng Liu, Lijuan Wang*#*
Microsoft Corporation

* Core Contributor * Project Lead

Abstract

Large multimodal models (LMMs) extend large language models (LLMs) with
multi-sensory skills, such as visual understanding, to achieve stronger generic in-
telligence. In this paper, we analyze the latest model, GPT-4V(ision) [ — ", ']',
to deepen the understanding of LMMs. The analysis focuses on the intriguing
tasks that GPT-4V can perform, containing test samples to probe the quality and
genericity of GPT-4V’s capabilities, its supported inputs and working modes, and
the effective ways to pmmpt lhe model In our appmach to exploring GPT-4V,
we curate and of litative samples
spanning a variety of domams and lasks Observauons from these samples demon-
strate that GPT-4V’s unp d d ability in p: ing arbitrarily interleaved
multimodal inputs and the genericity of its capabilities together make GPT-4V a
powerful multimodal generalist system. Furthermore, GPT-4V's unique capability
of understanding visual markers drawn on input images can give rise to new human-
computer interaction methods such as visual referrmg prompung We conclude the
report with in-depth di ions on the scenarios and the fu-
ture research directions for GPT-4V-based systems. We hope that this preliminary
exploration will inspire future research on the next-generation multimodal task
formulation, new ways to exploit and enhance LMMs to solve real-world problems,
and gaining better und ding of mul dal foundation models. Finally, we
acknowledge that the model under our study is solely the product of OpenAl’s
innovative work, and they should be fully credited for its development. Please
see the GPT-4V contributions paper [ ] for the authorship and credit attribution:

https://cdn.openai.

m/contributions/gpt-4v.pdf.

NE#—1])

arXiv:2310.11454v1 [cs.CL] 17 Oct 2023

Dawid J. Kopiczko* Tijmen Blankevoort Yuki M. Asano

QUVA Lab Qualcomm AI Research! QUVA Lab

University of Amsterdam University of Amsterdam
ABSTRACT

Low-rank adapation (LoRA) is a popular method that reduces the number of train-
able parameters when finetuning large language models, but still faces acute stor-
age challenges when scaling to even larger models or deploying numerous per-
user or per-task adapted models. In this work, we present Vector-based Random
Matrix Adaptation (VeRA), which reduces the number of trainable parameters by
10x compared to LoRA, yet maintains the same performance. It achicves this
by using a single pair of low-rank matrices shared across all layers and leaming
small scaling vectors instead. We demonstrate its effectiveness on the GLUE and
E2E and show its ini following with just 1.4M
parameters using the Llama2 7B model.

1 INTRODUCTION

In the era of increasingly large and complex language models, the challenge of efficient adaptation
for specific tasks has become more important than ever. While these models provide powerful
capabilities, their extensive memory requirements pose a significant bottleneck, particularly when
adapting them for personalized use. Consider, for example, a cloud-based operating system assistant
that continuously learns from and adapts to individual user behaviors and feedback. The need to
store multiple checkpoints of finetuned models for each user rapidly escalates the required storage,
even more so when multiple tasks come into play.

‘The situation s further exacerbated when we look at the state-of-the-art models like GPT-4 (OpenAl
2023). Finetuning techniques like LoRA (Hu et al., 2022), while effective, sill introduce consider-
able memory overhead. As an illustrative example, applying LoRA with a rank of 16 to the query
and value layers of GPT-3 (Brown et al., 2020) would demand at least 288MB of memory, if stored
in singe-precision — at a million finetuned weights, ¢.g., one per user, that would amount to 275TB.

Given the recent proliferation of language models and their deployment in personalized assistants,
edge devices, and similar applications, efficient adaptation methods are paramount. We believe
there is untapped potential for even more efficient approaches. Previous work Aghajanyan et al.
(2021) pointed out the low intrinsic dimensionality of pretrained models’ features. These studies
reported numbers much lower than the trainable parameters used in LoRA, suggesting there is room
for improvement.

In parallel to this, recent research has shown the surprising effectiveness of models utilizing random
weights and projections (Peng et al., 2021; Ramanujan et al., 2020; Lu et al., 2022; Schrimpf et al.,
2021; Frankle et al., 2021). Such models serve as the basis of our proposed solution, Vector-based
Random Matrix Adaptation (VeRA), which minimizes the number of trainable parameters intro-
duced during finetuning by reparametrizing the weights matrices. Specifically, we employ “scaling
vectors” to adapt a pair of frozen random matrices shared between layers. With this approach, many
more versions of the model can reside in the limited memory of a single GPU.

In summary, our main contributions are as follows:

*dj.kopiczko@gmail. com; Qualcomm Al Research is an initiative of Qualcomm Technologies, Inc.
*Datasets were solely downloaded and evaluated by the University of Amsterdam.

o

VeRA: LoRA of LoRAs, ttLoRA‘M10
£

X : VeRA: Vector-based Random Matrix
Adaptation

R XE L EEZE MU T a:

1. GPT-4V ZHFMiLeigm N, BIFLERER?
2. GPT-4V E & MU AT S HIEE N B AKE?
3. WA ERER GPT-4V? EAE prompt B4F?
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® 1 % (Anthropic’s Blog, Yao Fu’s Blog)

» RATIAENG, mAITARLEL

A\ Product Research Company News Careers
Collective Constitutional Al: Aligning a Language Model with Oct 17,2023
Public Input
Decomposing Language Models Into Understandable Oct 5,2023
Components
Towards Monosemanticity: Decomposing Language Models Oct 5,2023

With Dictionary Learning

N %k B : https://www.anthropic.com/research

Sep 2023 | An Initial Exploration of Theoretical Support for Language Model Data Engineering. Part 1: Pretra...
Jun 2023 | A Stage Review of Instruction Tuning

May 2023 | Towards Complex Reasoning: the Polaris of Large Language Models

Dec 2022 | How does GPT Obtain its ability? Tracing Emergent Abilities of Language Models to their Sources
Nov 2022 | A Closer Look at Large Language Models Emergent Abilities

Feb 2022 | Why S4 is Good at Long Sequence: Remembering a Sequence with Online Function Approximati...

N %% B : https://yaofu.notion.site/Yao-Fu-s-Blog-b536¢3d6912149a395931£1e871370db
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Explanation methods for NLP models

Train/test evaluations cannot Active manipulations of model internal states
provide guarantees about behavior provide causal insights and rich characterizations
on new examples. of those states.

e

Probing methods illuminate internal  |nterchange intervention training: train models
Stanford XCS224U: Natural Language representations but do not support o conform to the structure of high-level symbolic
Understanding | Spring 2023 causal inferences. models.

R Online oy Attribution methods illuminate the

50 videos

4 , , causal dynamics of models but
Taught by professor Christopher Potts, this professional Stanford 3 . ..
Online course draws on theoretical concepts from linguistics, ..More don’t characterize their internal

representations Stanford




» A Survey of Large Language
Models»

» KA Survey on In-context
Learning»

»  Instruction Tuning for Large
Language Models: A Survey»

»  «A Survey on LLM-based
Autonomous Agents»
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/—~7 s G Gshard Publicly Available
4 G .
2019 — 5029 <7 mT5 & PanGu-a '&' Ernie 3.0
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Codex @ 5-8 ~ 3AAI CPM-2
~ e
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TO 0 9-10 —— 7 LaMDA -
i — nspur Yuan 1.0 P pyithi
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B K & B8 : A Survey of Large Language Models

g |:] General Agent E
i |:] Tool Agent :
i I:I Simulation Agent
i I:] Embodied Agent i
é B Game Agent :
é C] Web Agent :
i |:] Assistant Agent ,E
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Ak kA : ASurvey on LLM-based Autonomous Agents
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Model en < zh en <> de TR IR — TR A5
newstest21 newstest21 “CRKRUTFEERT B0, FRREIS B
lines SHINE BT RN YT, & SR TR, — ST AR LN
WMT’21 1st Place 700 666 769 769 )
WMT 21 2nd Place 69.7 663 763 76.7 AT, REFEERBAMEN (25) , NFRXESNEEHE:
WMT’21 3rd Place 69.7 658 760 76.4
Google Translate 69.5 650 764 757 "How can Mount Tai be described?
The greenness of Qilu never fades.
Few-shot translation mOdelS Nature bestows it with divine beauty,
PaLM 677 641 759 748 The distinction of Yin and Yang is clear at dawn.
Bllmgual LMs (Beam) 62.6 67.0 74.9 74.1 A heaving chest creates layers of clouds,
Bllmgual LMs (MBR) 68.4 67.8 75.5 76.5 Eyes squinting see birds returning.
143 ) 653 653 745 744 When | reach its highest peak,

All the other mountains seem so small."

Trilingual LM (MBR) 689 683 755 76.8

£ #-& B : Garcia et al. The unreasonable effectiveness =A%k f: GPT-4

of few-shot learning for machine translation
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Chain-of-Dictionary Prompting
"have" _ "haben" FE— Below is a dialog consisting of instructions and responses. Write a response that completes the request.
ave" means means “haben" means ["avoir". #4# Tnstruction:
- . sy S LA
"4-month-old" means _ means "4 Monate alt” means /"4 mn;i:;;gﬁ::.emence IR A B, SRl
mols . Though miles apart, we share the same bond; with true friends, distance is not a barrier.
s w " " " e #Ht Instruction:
mice” means [GTeOIG6NT means "Maus" means Fsouris".
Note that the ending should rhyme.
"non-diabetic" means (G BGEOIIGHNIE means “nicht-diabetisch” means #it# Response: i i )
"non diabétique”. Though oceans divide, we’re as close as tide; friends afar, yet by our side.
#H# Instruction:
"used" means [ HHULLIE means "Gebrauch” means futilisés" - Start with ‘Long distance’.
#i# Response:
"diabetic” means (GG GeOPIGCHIIIN means "Diabetiker” means “diabétique”. Long distance may span, yet we understand; friends apart, but near at heart.
#H# Instruction:
vdded." means — means - und hinzugef" means "ajoutée.y Shorten it to 10 words or less.
### Response:
7 Though miles apart, we’re close at heart.
Translation Output ]—\

Translation from ChatGPT with higher quality:

"HITIGET @UCUTE| F7&H&6mI CHITWMM 4 LONG WG Te0SHmens
Seuoi(h 2 6TGATNLD, (6T iemeu FF&H&Hemy CHTWTS @\(HhHS 6or,"
el CFjhHgleTarmy. »

Instruction of Lexically Constrained Translation Task

Provide the {target_language} translation of this sentence: {sentence}
Translated back to English using NLLB Translator for reader's convenience: Make sure to include these words: {constraint_1}, {constraint_2}---

"We now have 4 month old diabetic rats, who were previously diabetic", he added.

- J

K A3k H: Luetal. Chain-of-Dictionary Prompting
Elicits Translation in Large Language Models

K A3k H: Zhang et al. BayLing: Bridging Cross-lingual Alignment and
Instruction Following through Interactive Translation for Large Language Models
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En-X

ool4> O

P Ar: 100-42.5%(0.04*x)**(-0.11)
El: 100-46.7*%(0.05*x)**(-0.14)

v Hi: 100-84.5*%(0.06*x)**(-0.15)
Tr: 100-89.9%(0.27*x)**(-0.17)
Vi: 100-50.7*(0.25*x)**(-0.12)
Zh: 100-46.5%(0.15%x)**(-0.11)
103 104 105 106

Translation Data Scale

0B (zero-shot) 1

Model

NLLB-54B

29.94

GPT-3.5-D

31.56
20.15

1B

30.12

2B

30.73

3B

31.25

4B

31.26

5B

31.57

6B

31.47

7B

30.98

8B

31.15

9B

31.01

10B

30.80

11B

31.35

12B

31.63

13B

31.65

14B

31.70

15B

31.89

16B

31.89

17B

31.76

18B

31.72

19B — 32.05

208

31.96

15.0

17.5 20.0 22.5 25.0 30.0

BLEU

27.5 32.5

B K & B : Zhu et al. Extrapolating Large Language Models to Non-English by Alighing Languages &
A Paradigm Shift in Machine Translation: Boosting Translation Performance of Large Language Models
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Multiple-Choice QA Extractive QA Paraphrase Summarization Program Synthesis Coreference
Identification Resolution
ARC (A12) Adversarial QA MRPC CNN Daily Mail APPS N —
Winogrande
C3 BoolQ PAWS Gigaword CodeContests ) ST .
CoS-E CMRC2018 PAWS-X MultiNews JupyterCodePairs| | [ )
Cosmos QA DRCD ( V|
DUoR QQP 2l \M Sentence
) :
DREAM uoRC > < Wiki-Lingua MBPP , Completion
e L) Sentiment XLSum NeuralCodeSearch \ COPA
OpenBookQA Quoref ———
penBool uore XSum XLCoST StoryCloze
PiQA ReCoRD App Reviews L JAR J XCOPA
r N - N | i
QuAIL ROPES IMDB Word Sense Code Misc. " XStoryCloze
Disambiguation )
QuaRel SQuAD (V2) Rotten Tomatoes CodeComplex
wiC ( )
QuaRTz TyDi QA Yelp Docstring Corpus Natural Language
N\ J XL-wiC Inference
QASC xQuAD / AR J GreatCode " ANLI
N ~ | Topic Classification | Y L
RACE - N Structure-To-Text State Changes (
Closed-Book QA AG News g ‘ cB
sciQ Common Gen N J
Hotpot QA cst f Translation RTE
Social QA TriviaQA DBPedia WikiBo | | XNLI
N Flores-200 L )
Wiki Hop : e
WebQuestions TNEWS Simplification
: Tatoeba
e Wiki QA TREC BiSECT \ J
\ AN J \ J

B i & g: BLOOM team. Crosslingual Generalization through Multitask Finetuning.
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A kR sk B : BLOOM team. Crosslingual Generalization through Multitask Finetuning.
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EEIRBEFDARABE T IS (BZHEE. SBE. 2940)

M = MODEL LOW RESOURCE MID RESOURCE HIGH RESOURCE
(1) Monolithic Model Lo Hello LP Fraction  Rate (%) LP Fraction  Rate (%) LP Fraction  Rate (%)
P SMaLL10@  2/7 0.2130 00 2/19 0.0090 00 15 0.0170 00
Hello ‘ Blu tc o g M2M (S) 517 0.2610 0 11/19 0.1400.05 0/5 == 0.0000.00
nference M2M (M) 3/7 0.083 00 6/19 0.0350. 00 0/5 == 0.0000.00
53 B2-(3)5@ > Hello e L e 02960 WP EE 0000 05 0000000
- ChatGPT 47 mmr 0.0590 0 10/19 0.1830 0 0/5 ==3  0.0000.00
(2) Multi-Way
B K % B : Yuan et al. Lego-MT: Learning Detachable B K % B : Guerreiro et al. Hallucinations in Large
Models for Massively Multilingual Machine Translation Multilingual Translation Models.

+ Select Translation

Language: English

Recently, Google has launched its Al-powered note-taking app Notebook LM which promises
new ways of taking and organizing notes.

Language: Chinese (simplified) Language: Chinese (simplified)

&I, AIE L T AIBRRIRYEIC R FIN A2 Notebook T S e
LM, B K %&B: SeamlessM4T
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»  “Multilingual Machine Translation with Large Language Models: Empirical
Results and Analysis”

»  Wenhao Zhu, Hongyi Liu, Qingxiu Dong, Jingjing Xu, Shujian Huang, Lingpeng
Kong, Jiajun Chen, Lei1 Li

»  https://arxiv.org/pdf/2304.04675.pdf
© &A= B FAEFF I RI KRR Z 15T R KT
»  “Question Translation Training for Better Multilingual Reasoning”

»  Wenhao Zhu, Shujian Huang, Fe1 Yuan, Shuaijie She, Jiajun Chen, Alexandra
Birch

»  https://arxiv.org/abs/2401.07817
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Indo-European-Germanic X->En Indo-European-Romance X->En Indo-European-Slavic X->En
nld fra hrv hin

Indo-European-Indo-Aryan X->En
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pan snd
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Language Family X=Eng X=Fra X=Zho Eng=X Fra=X Zho=X

Indo-Euro-Germanic (8) 48.51 44.23 2797 40.64 32.34 24.13

Indo-Euro-Romance (8) 47.29 45.16 27.31 44.47 36.05 27.12

Indo-Euro-Slavic (12) 41.19 40.32 25.67 36.06 30.88 23.33

Indo-Euro-Indo-Aryan (10) 37.30 32.81 21.81 21.35 17.26 13.55

Indo-Euro-Other (11) 37.29 35.36 22.70 28.45 22.57 17.50
Austronesian (6) 46.81 39.98 24.40 34.66 25.64 19.52
Atlantic-Congo (14) 28.27 25.02 15.72 13.70 10.42 7.60
Afro-Asiatic (6) 30.48 27.00 17.81 19.36 14.43 10.53
Turkic (5) 31.73 30.90 19.96 20.96 17.80 14.02
Dravidian (4) 33.10 30.61 20.63 18.60 14.47 11.37
Sino-Tibetan (3) 27.74 27.93 20.88 22.81 19.21 16.30
Other (14) 32.62 31.26 21.25 24.04 20.03 16.37
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© ShiFA#—F ¥k A %5 LS (mGSM)
Question: Olivia has $23. She bought five bagels for $3 each. How Frage: Olivia hat 23 US-Dollar. Sie hat funf Bagels fur 3 US- Dollar pro
much money does she have left? Stlick gekauft. Wie viel Geld hat sie Ubrig?
Answer: 8 Antwort: 8
English German
Question: Olivia has $23. She bought five bagels for $3 each. How (B)8H: BAFMTA 23 E7. T TENEM IZETHESH, R
much money does she have left? e,
Step-by-Step Answer: 5 bagels for $3 each should cost 5* 3 =15 R 8

dollars. Olivia had $23 in the beginning, so now she has 23 -15=8 .
Chinese

dollars left. The answer is 8.

B 5 % B : Shi et al. Language Models Are Multilingual Chain-Of-Thought Reasoners.
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Pal.M —e— €N

70 | —o— de
60 |- —o— fr
50 | o €S
—— U

40 e Jh
30 | —e— ja
20 | —e— th
10 | —e— (€
0 —e— bn
8B 62B 54OB —e— SW

Model Scale

B K & B : Shi et al. Language Models Are Multilingual Chain-Of-Thought Reasoners.
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® T BAEA (translate-test)
> X Heprompting 7 ik A& FFRAL R b A HORIRR M A AT
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__________________________________________________________________________

( B - L. XLT
@) Please act as an expert in multi-lingual understanding in

Request: At A Y, WAFKREY . REAF 205, X
EANKBHFRHERRS D?
Let's understand the task in step-by-step!

| want you to act as an arithmetic reasoning expert for Chinese .

Request: EBHNRESEM 3 X 3 Boddl, SEHRIE 60 K.

Request: fEBENRES fhEE—HmZHK?

iﬁgjg 20%;:%11;@@ You should retell the request in English. LLM

AR

Input

Qivp

1. "5 370 % ¥ " means "Mary is two years younger than Joan."
2. ":FIL A K £ % " means "Joan is five years older than Jessie. "
3. "R A 20 %" means "If Jessie is 20 years old. "...

You should do step-by-step answer to obtain a number answer .
You should step-by-step answer the request.

P . You should tell me the answer in this format ‘Answer:'.
Task-specific Solver Prompting

~

@j [ After understanding, you should act as an expert in arithmetic reasoning
in .

Let's resolve the task you understand above step-by-step!

Finally, you should format your answer as 'Answer: [num]'.

Output

Request: James decides to run 3 sets of 60-meter sprints three times a week. How many meters does he run in total
each week?

( Sure! Let's solve the task step-by-step: )
1. According to the first sentence, Mary is two years younger than
Joan. Let's suppose Joan's age is J, then Mary's age is J - 2.

2. According to the second sentence, Joan is five years older than
Jessie. If Jessie's age is X, then Joan's age is x +5...

Answer: 68. v

Step-by-step answer:
1. James runs 3 sets of 60-meter sprints, which means he runs 60 x 3 = 180 meters per sprint.
2. James runs 3 sets of 180 meters per week, which means he runs 180 x 3 = 540 meters per week.

Answer: James runs a total of 540 meters per week.

B k& & B: Qin et al. Cross-lingual Prompting: Improving Zero-shot Chain-of-Thought Reasoning across Languages. & Huang et
al. Not All Languages Are Created Equal in LLMs: Improving Multilingual Capability by Cross-Lingual-Thought Prompting.
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F6 B T AL A (translate-train)
B 3 )R e L Y 4E A B B R IE B RN
» AE R %15 W AR BEAT A SR

§ .

( English )
| ——
James decides to run 3 sprints 3 times a week. He runs 60

meters each sprint. How many total meters does he run a
week?

Answer \
( English )
| N A—

He sprints 3*3=<<3*3=9>>9 time. So he runs 9*60=<<9*60
=540>>540 meters.

( Chi \ ,‘ Chinese ,‘

BEBETRAESEMH 3 K 3 Bohkl, SBORRE60 X. fib
5 —#BLPHXK?

------

( German )
S

(080w —somm 3333950 %, FMEEE— 58
> 9*60—<<9*60—540>>5405K°

. .
L4
ey French )  «veees Japanese

( German )
James beschliefit, 3-mal pro Woche 3 Kurzstreckenliufe 3 intet 3*3=<<3*3=05>>9 Mal. Also Liiuft er 9*60=
zu absolvieren. Pro Kurzstreckenlauf liuft er 60 Meter. amfs sBr nte _ . al. Also faudt er .
K Wie viele Meter insgesamt liuft er pro Woche? ) K : Sl

MathOctopus

Y

A K sk B : Chen et al. Breaking Language Barriers in Multilingual Mathematical Reasoning: Insights and Observations.




EF R 4TE XA B

® FEBI AL FI R EIFEBE BT OMEFERMEKR, 453 2F
J& B 35 2| SR R IE B AW LAY K

— — MetaMathQA

© FIFFIERMELAIIFLSHFH T, THEBRGRKELSED G

GSMBSEK: Cobbe et al. Training Verifiers to Solve Math Word Problems.
RFT: Yuan et al. Scaling Relationship on Learning Mathematical Reasoning with Large Language Models.
MetaMathQA: Yu et al. Metamath: Bootstrap Your Own Mathematical Questions for Large Language Models.
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Training Stage I: Question Alignment

tuning the base model @ to translate non-English questions to English

f[(,}crmun Question| Randy hat 60 Mangobaume auf seiner Farm. Er
hat auch 5 weniger als die Halfte so viele Kokosnussbaume wie
kMangobi:iume. Wie viele Baume hat Randy insgesamt auf seiner Farm?

([Japanese Question] 5 Y7 4 —X AZRIICT ¥ T—DAEOA
HEOoTVTET. 2. KIT VY T—DADESDHSAY LN
TFVVORERSOTVET. HORHITIIEFHTHADAL S
0 EIC Y

.
[Chinese Question| 2 fEf#y K 3% EACORERM ., LR LT

k%ﬁ&ié‘]-—*-ﬂﬁﬁ#ﬁ%h‘a 21 —3H 5 YRR

Gl‘lnglish Question| Randy has 60 mango trees on his farm. He also

has 5 less than half as many coconut trees as mango trees. How many

 trees does Randy have in all on his farm?

non-English Question Z;
English Question Z,

s, argmin ), ~logpyZ,12)

leL

Training Stage II: Response Alignment

tuning stage I model ¢ with cutting-edge English-only instruction data

[Question| Randy has 60 mango trees on his farm. He also has 5 less )
than half as many coconut trees as mango trees. How many trees

does Randy have in all on his farm? )
~

[Response| Half of the number of Randy's mango trees is
60/2 = <<60/2=30>>30 trees. So Randy has 30 - 5 =
<<30-5=25>>25 coconut trees. Therefore, Randy has 60 + 25
= <<60+25=85>>85 trees on his farm. Y,

[Question| What is the total amount that James paid when he )
purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50

er pound? _J
N

[Response| James buys 5 packs of beef that are 4 pounds
each, so he buys a total of 5 * 4 = 20 pounds of beef. The price
of beef is $5.50 per pound, so he pays 20 * $5.50 = $110. The
answer is: 110.

J

—logp,(Y|X)

Question X l,: arg mm Z

Response Y {X,Y}eD
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© AR EER B EAERNGELT, RAGER KT T
translate-trainég £ £ 7 % (MathOctopus/MultiReason),

System (7B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 32 48 52 152 224 372 344 28.0 324 432 | 226
RFT' (Yuan et al., 2023) 24 20 28 6.8 168 336 340 292 340 448 | 20.6

MAmmoTH' (Yue et al., 2023) 36 4.8 24 108 172 332 328 260 324 49.6 | 213
WizardMath' (Luo et al., 2023) 20 40 34 240 224 304 304 308 348 47.6 | 230
MathOctopus' (Chen etal., 2023) | 28.8 344 39.2 360 384 448 436 396 424 524 | 400

MetaMath (Yu et al., 2023) 64 40 32 392 388 568 528 472 580 632 | 370

" MultiReason | 26.8 360 368 332 424 428 408 424 428 472 | 391
MonoReason 7.6 56 52 340 452 540 568 516 588 655 | 384
QAlign + MonoReason (Ours) 324 396 404 440 484 548 568 524 596 68.0 | 49.6
System (13B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 60 68 76 252 328 428 408 392 452 504 | 29.7
RFT' (Yuan et al., 2023) 32 44 36 264 336 384 448 416 468 520 | 295

MAmmoTH' (Yue et al., 2023) 3.6 5.2 1.6 192 312 456 396 368 500 564 | 289
WizardMath' (Luo et al., 2023) 6.4 56 56 220 280 404 420 344 456 528 | 283
MathOctopus' (Chenetal., 2023) | 352 468 42.8 432 488 444 484 476 480 532 | 45.8

_MetaMath (Yuetal, 2023) | 116 64 76 428 492 648 652 636 652 672 | 444
MultiReason 376 422 440 432 536 476 540 480 548 564 | 48.1
MonoReason 124 112 64 420 460 640 624 616 648 684 | 439

QAlign+ MonoReason (Ours) 384 496 460 524 592 620 624 644 672 692 | 57.1
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System (7B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 11.5 182 17.2 316 352 390 39.1 39.1 392 388 | 309
RFT' (Yuan et al., 2023) 77 169 149 339 349 408 415 395 425 427 | 313

MAmmoTH? (Yue et al., 2023) 4.3 63 42 267 268 39.6 399 337 429 451 | 263
WizardMath' (Luo et al., 2023) 161 170 103 379 363 392 377 374 448 485 | 325
MathOctopus’ (Chen et al., 2023) | 31.8 393 434 41.1 426 484 50.6 469 494 50.7 | 44.1

MetaMath (Yu et al., 2023) 142 178 16,5 532 53.1 614 607 589 612 655 | 463

" MultiReason | 27.6 365 424 409 432 443 467 423 455 480 | 413
MonoReason 150 171 154 519 544 609 622 593 633 655 | 46.2
QAlign + MonoReason (Ours) 417 477 548 580 557 628 632 611 633 653 | 57.2
System (13B) Bn Th Sw Ja Zh De Fr Ru Es En | Avg.
SFT' (Touvron et al., 2023) 139 234 19.8 418 433 462 478 478 46.1 509 | 38.1
RFT' (Yuan et al., 2023) 122 248 194 424 423 451 452 465 456 47.1 | 37.1

MAmmoTH?' (Yue et al., 2023) 50 137 129 422 477 523 538 507 539 534 | 38.6
WizardMath' (Luo et al., 2023) 137 163 125 295 37.0 487 494 438 494 563 | 35.7
MathOctopus' (Chen et al., 2023) | 352 412 46.8 392 520 472 480 456 532 564 | 465

_MetaMath (Yuetal, 2023) | 146 157 174 570 566 67.3 647 637 659 67.7 ) 49.1
MultiReason 350 413 446 499 481 533 532 516 525 545 | 48.4
MonoReason 206 205 191 570 588 684 681 67.5 689 689 | 518

QAlign + MonoReason (Ours) 49.2 555 552 643 638 695 68.1 664 664 676 | 62.6

mMSVAMP
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70 A
MonoReason
MultiReason

60 - QAlign + MonoReason

QAlign + MultiReason + MonoReason

Accuracy
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Benlgali THai Swéhili Japa'nese Chiﬁese Gerrlnan Frehch Rus'sian Spa'nish Endlish Ave}age




ERHER

® FRAVEAIEZ AT FMN R LINHATT A0 IEE, RINEIFIESN
FIEN 5 KIEAABRAEIF D GBS TR EE K.

© BRARERFEILT, BB EERD oL, 122 RA 8 HAX-
En#y 2] A& FAE 557 A K2 2 6 a5 3R 2 Ak 7y 1245 3 4F 345

MGSM MSVAMP
Non-En En Non-En En

Question X—En 47.6 68.0 56.5 65.3
Question En—X 36.2 68.0 48.3 64.4
Response X—En 46.4 67.2 52.1 64.9
Response En—X 42.8 68.0 49.0 63.9
Flores-101 X—En 36.3 638.0 46.8 65.4

Data Direction
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Question (English) Gold Answer
There are 27 unicorns left in the world. One third of them are in the Scottish Highlands. Two thirds of the 6
Scottish unicorns are female. How many female Scottish unicorns are there?
Chain-of-Thought Response Prediction
[MonoReason] 6v

One third of the unicorns are in the Scottish Highlands, so there are 27/3 = 9 unicorns in the Highlands.
Two thirds of the Scottish unicorns are female, so there are 9 * 2/3 = 6 female Scottish unicorns.
The answer is: 6

[QAlign + MonoReason] 6v
One third of the unicorns are in the Scottish Highlands, so there are 27/3 = 9 unicorns in the Highlands.

Two thirds of the unicorns in the Highlands are female, so there are 9 * 2/3 = 6 female unicorns in the Highlands.

Therefore, there are 6 female Scottish unicorns.

The answer is: 6

Question (Chinese) Gold Answer
HRERT2IARALE, EAF =9I —ARKIZGH%. 6
AEZ[HGBASH =, I _RBE . FERZBERBRAER S IR
Chain-of-Thought Response Prediction
[MonoReason] 14 X

If three-fourths of the remaining 27 one-horned animals are in the Scottish Highlands, then there are 27 * 3/4 =
21 one-horned animals in the Scottish Highlands.

If two-thirds of the one-horned animals in the Scottish Highlands are female, then there are 21 * 2/3 = 14 female
one-horned animals in the Scottish Highlands.

Therefore, there are 14 female one-horned animals in the Scottish Highlands.

The answer is: 14

[QAlign + MonoReason| 6v
If there are 27 remaining unicorns in the world, and one-third of them are in the Scottish Highlands, then there

are 27/3 = 9 unicorns in the Scottish Highlands.

If two-thirds of the unicorns in the Scottish Highlands are female, then there are 9 * 2/3 = 6 female unicorns in

the Scottish Highlands.

Therefore, there are 6 female unicorns in the Scottish Highlands.

. The answer is: 6 .
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