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Part 1: Introduction



Language Modeling
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• Language modeling aims at predicting the probability of the 
next token based on the prefix:

𝑝(𝑤$|𝑤&, … , 𝑤$)&)
• Transformer has become the backbone of LLMs:

• Encoder-Decoder/Decoder Only
• Scales Up

Image from: Attention is All you need. Vaswani et al., 2017.



Large Language Models
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• More and more efforts have been put into building LLMs.

Image source: A Survey of Large Language Models. Zhao et al., arXiv’2023.



Scaling-up Language Model
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• Increasing datasets and parameters leads to better language 
modeling for multiple languages, potentially useful for
translation.

Image source: Scaling Laws for Neural Language Models. Kaplan et al., arXiv’2022.



Scaling-up Language Model
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• Scaling-up language model brings emergent ability, e.g., in-
context learning (ICL), important for performing different
tasks, including translation.

Language 
Model

Chinese: 你喜欢吃什么？

English: What do you like to eat?

Chinese:我喜欢吃意⼤利面

English:

Input

Output
I like to eat spaghetti

Emergent Abilities of Large Language Models. Wei et al., TMLR’2022.

“In-context learning” allows language models to learn tasks with a few 
given exemplars without updating any parameter.



ChatGPT: A Representative LLM
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• ChatGPT is able to understand human instruction and has 
impressive multilingual ability.



A Changing of Learning Paradigm
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• NMT: mainly from parallel data

• LLM: mainly from monolingual data 

Language
ModelMonolingual

Data

pre-training

instruction-tuning
in-context learning

Parallel Data

training

Parallel Data
Translation

Model



What is the difference?

10

• How well are LLMs in translating a massive number of 
languages?

• What affects LLMs’ performance in translation?

• Our initial empirical study:
• Multilingual Machine Translation with Large Language Models: 

Empirical Results and Analysis. (arXiv 2304.04675)
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Part 2: Benchmarking LLM’s 
Multilingual Translation Ability



Experiment Setup
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• LLMs
• Pre-trained: XGLM-7.5B (Lin et al., 2022), OPT-175B (Zhang et al. 2022)
• Instruction-tuned: BLOOMZ-7.1B (Muennighoff et al., 2022), ChatGPT

• ICL strategy
• ICL exemplars: eight randomly-picked translation pairs
• ICL template: <X>=<Y>

• Supervised baseline
• M2M-12B (Fan et al., 2020)、NLLB-1.3B

• Test Dataset: Flores-101 
• translating from English to 101 languages
• covering a long tail of low-resource languages



Benchmarking Results
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• We evaluate all LLMs with ICL exemplars 
• Even instruction-tuned LLMs (BLOOMZ, ChatGPT) can still benefit 

from in-context learning.



Benchmarking Results
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• OPT shows surprising multi-
lingual performance even if it 
is not particularly optimized on 
multilingual data.

bold: highest score of all models.
underline: highest score in LLMs.



Benchmarking Results

16

• OPT shows surprising multi-
lingual performance even if it 
is not particularly optimized on 
multilingual data.

• Instruction-tuned LLMs
often achieve better 
translation performance than 
pre-trained LLMs.

bold: highest score of all models.
underline: highest score in LLMs.



Benchmarking Results
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• BLOOMZ outperforms 
supervised baseline on seven
groups of translation directions.

bold: highest score of all models.
underline: highest score in LLMs.



Benchmarking Results
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• BLOOMZ outperforms 
supervised baseline on seven
groups of translation directions.

• ChatGPT is the best trans-
lator among evaluated LLMs.

bold: highest score of all models.
underline: highest score in LLMs.



Benchmarking Results
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• BLOOMZ outperforms 
supervised baseline on seven
groups of translation directions.

• ChatGPT is the best trans-
lator among evaluated LLMs.

• LLMs perform better on
translating into English than 
from translating from English.

bold: highest score of all models.
underline: highest score in LLMs.



Benchmarking Results
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• LLMs still lag behind the strong supervised baseline, 
especially on low-resource languages. 



Looking into Sino-Tibetan Languages
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• Translating Mya is hard for most systems (low-resource).
• Extremely high for BLOOMZ (later, overestimated due to data leakage)
• Extremely low for XGLM/OPT (later, not well activated)
• ChatGPT is still good, comparing to supervised baselines



LLMs’ Typical Translation Errors
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LLMs’ Typical Translation Errors
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LLMs’ Typical Translation Errors
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Data Leakage Issue
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• Separate evaluation with recent 
news (no-leakage):
• XGLM and OPT perform consistently.

• BLOOMZ drops dramatically (20-40).
• *instruction-tuning on Flores-200

• ChatGPT drops on En-De (10+).

• M2M perform consistently.

• Evaluating LLMs on public datasets
have the risk of data leakage!
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Part 3: Investigating In-context 
Learning in Machine Translation

The analyses are conducted on XGLM-7.5B.



Findings on In-context Template
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• The translation performance varies greatly with different template.
• The best template for each direction is also different.



Findings on In-context Template
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• Even unreasonable template can instruct LLM to generate 
decent translation.



Findings on In-context Exemplar
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• Four ways of selecting ICL exemplars
• Random
• BM25 (sparse retrieval)
• TopK (dense retrieval)
• Oracle (selecting with reference)

• Semantically-selected exemplars
does not bring more benefits than
randomly-picked exemplars. 



Findings on In-context Exemplar
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• ICL exemplars teach LLM the core feature of translation task.
• Keeping source and target sentence semantically consistent.
• Adjusting translation granularity.
• Translating case by case.



Findings on In-context Exemplar
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• Using cross-lingual exemplars does not always cause worse 
performance.

Activating the
translation
ability is also
important.



Findings on In-context Exemplar
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• The exemplar in the tail of the prompt has more impact
• Reversing exemplars in the tail of the prompt consistently produced 

worse results compared to reversing in the head.
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Part 4: Discussion



Learn translation from unsupervised 
data

34

• Training an 8B 
LM, with no
parallel data 
(Garcia et al.)
• BLEURT (top)
• BLEU (bottom)

Table source: The unreasonable effectiveness of few-shot learning for machine translation. Garcia et al. arXiv’2023.

The unreasonable effectiveness of few-shot learning for machine translation

Language Examples

English 69,813,325
German 69,813,325
Chinese 33,172,846
Icelandic 250,416

Table 1. Number of processed examples per language. Here by
example, we mean the tokenized inputs that are being passed to
the model. We describe the process used to create these examples
in Section 2.2.

paradigm allows us to build high-fidelity translation mod-
els at a smaller scale (8B parameters) than traditional large
language models (> 100B parameters) without the need for
back-translation or large-scale parallel text mining. We eval-
uate these models on the WMT’21 English�German and
English�Chinese news translation task and show that they
outperform commercial baselines, and show performance
competitive with WMT’21 submissions, which themselves
rely on many of the aforementioned techniques. We then ver-
ify that our approach works in low-resource scenarios by per-
forming a similar study on the WMT’21 English�Icelandic
language pair, where the amount of Icelandic monolingual
data is two orders of magnitude smaller than Chinese or Ger-
man. Furthermore, we show that constraining the demon-
strations to be in a desired language register generally re-
sults in the output translation being part of the register.
We show that this results in quantitative gains in transla-
tion benchmarks which account for language registers: the
region-aware benchmark FRMT (Riley et al., 2022) and the
IWSLT’22 Special Task on Formality Control for Spoken
Language Translation (Anastasopoulos et al., 2022).

2. Experiments on high-resource languages &

results

In this section, we outline the datasets, models, and initial
set of experiments we perform in this work. We first discuss
the composition of our monolingual data, as well as the
evaluation datasets considered. Next, we describe the exact
architecture we use for these studies, and how we train
our models in terms of the particular objective being used
and batching choice. Finally, we evaluate our few-shot
translation models and compare their performance against a
suite of state-of-the-art models.

All the experiments in this work were conducted using JAX
(Bradbury et al., 2021), using the T5X framework (Roberts
et al., 2022) and FLAX (Heek et al., 2020).

2.1. Datasets

Monolingual datasets Our training data consists of a col-
lection of language-specific corpora. For English, we use a
similar mix of filtered web pages, Wikipedia, and books as

Language Pair Forward Backward

English-German 0.9% 1.5%
English-Chinese 3.0% 1.5%
English-Icelandic 0.3% 1.7%

Table 2. Percent overlap between the references of each lan-

guage pair and and the monolingual data. We follow the same
15-gram protocol as Chowdhery et al. (2022).

done in Chowdhery et al. (2022). For every other language,
we restricted ourselves to only high-quality webpages, us-
ing similar filters as the English data. The amount of data
obtained by this approach varies by language. We list the
final number of examples after processing in Table 1. We
provide an explicit description of the processing in Section
2.2. Collecting data in this process leads to much more
English data than reported in our table. For simplicity, we
artificially restricted the amount of data to be as much as
the next highest-resource language, German.

Evaluation datasets Most work in the unsupervised trans-
lation literature tends to focus on older WMT datasets e.g.
WMT’14 English�French. This is problematic for us for
a number of reasons: 1) the quality of WMT submissions
have increased dramatically in recent years; 2) the quality
of test sets have improved over the years; 3) because our
pretraining data is derived from recent web crawls, there is
a possibility of train / test overlap with previous years. For
these reasons, we follow the recommendations outlined in
Vilar et al. (2022) and use only recent test sets, coming from
the WMT’21 news translation task. We primarily focus on
English�German and English�Chinese language pairs, as
these are typically high-resource language pairs, and thus
we believe should have strong WMT submissions.

Train-test overlap To account for potential train-test over-
lap, we follow the strategy used in previous work (Chowd-
hery et al., 2022; Vilar et al., 2022) to measure target-side
test overlap based on n-gram matching. We use 15-grams,
with the understanding that test sequences shorter than 15
tokens will count as a match if they are found as a substring
in the training data. We report the degree of overlap in Table
2 and note that we do not see much overlap with the newer
test sets.

2.2. Architecture and Training Procedure

Architecture We use a Transformer (Vaswani et al., 2017)
decoder-only architecture, using the same architecture mod-
ifications as in Chowdhery et al. (2022). We use the exact
hyperparameter configurations as their 8 billion parameter
model for our main experiments. In particular, we use 32
Transformer layers, with 16 heads, a hidden dimension of
4096, and multi-query attention. The feed-forward size is

The unreasonable effectiveness of few-shot learning for machine translation

Rank en ! is is ! en

1st Tran et al. (2021) Tran et al. (2021)
2nd Zhou et al. (2021) Online�B
3rd MANIFOLD Zhou et al. (2021)

Table 5. WMT baselines for the Icelandic language pairs. Note
that although we cite the original paper, we compute the metrics
from the their textual outputs, since many of these works do not
report BLEURT numbers.

able for the language pair, whether in the form of mono-
lingual data or parallel data for other language pairs. It is
conceivable that the approach considered in this paper might
not be as successful for languages with smaller amounts of
monolingual data, as the value of parallel data could be
magnified in these resource-constrained settings (Kirstain
et al., 2021).

We could attempt to study this problem by artificially con-
straining the amount of monolingual data for German or Chi-
nese. However, previous works (Kim et al., 2020; Marchisio
et al., 2020) have shown that datasets for authentic low-
resource languages offer additional difficulties that do not
arise in datasets for high-resource languages, such as lower
quality of data available, limited domain coverage, little
language similarity with English, rich morphology, etc. To
avoid this pitfall, we consider Icelandic as our low-resource
language of study.6 Icelandic is also convenient for us since
it is one of the languages available in WMT’21, and thus
we have strong baselines available in the form of WMT sub-
missions. As can be seen from Table 1, Icelandic has two
orders of magnitude less data than German or Chinese and
hence poses a far more difficult challenge for our models.

Warm-starting Training models with low-resource lan-
guages can be a difficult endeavor due to issues regarding
overfitting and imbalanced datasets. Previous work on trans-
fer learning in language modeling shows that continued
training on a new distribution yields similar results to train-
ing from scratch, albeit at a much faster rate (Hernandez
et al., 2021). In this work, we follow this approach and fine-
tune our English�German model. This allows us to leverage
all the English knowledge our model has already accumu-
lated during its original training run, which is critical due to
the English-centric nature of our evaluation.

Multi-epoch training Previous literature on language
modeling has found some success with repeated epochs over
the training data (Taylor et al., 2022). We explore this ques-
tion by training on a equal mixture of English and Icelandic

6Icelandic exhibits many of the properties typically associated
with low-resource languages. For example, Joshi et al. (2020)
places Icelandic in the same category as Hausa, which WMT’21
considers to be low-resource.

Model en $ is

newstest21

Supervised models

WMT’21 1st Place 77.2 76.1

WMT’21 2nd Place 74.3 72.3
WMT’21 3rd Place 74.3 70.4
Google Translate 76.8 71.1

Few-shot translation models

PaLM 61.7 59.5
Bilingual LMs (MBR) 76.2 72.0

Table 6. BLEURT scores from various models, both super-

vised and fewshot on the WMT newstest21 test sets involving

Icelandic (is). To obtain these models, we fine-tuned the English-
German models from Section 2 on a mixture on English and Ice-
landic, for a few epochs over the Icelandic monolingual data.

until we go 8 epochs over the Icelandic dataset and evalu-
ate the current checkpoint at the end of every epoch. We
evaluate both the English�Icelandic and Icelandic�English
directions on the Flores (Goyal et al., 2022) devtest sets for
Icelandic, average the two BLEURT scores, then take the
best-performing checkpoint and evaluate it on the WMT
newstest21 dataset. We select the optimal checkpoint occur-
ing after 6 epochs over the Icelandic dataset.

Training hyperparameters We re-use all the same hy-
perparameters as when training the high-resource language
models, with the exception of the learning rate: we set
it to constant at 0.001, following recommendations from
previous works (Xue et al., 2020).

Comparison with baselines We list our WMT baselines
in Table 5 and show the results on both directions in Table 6.
We see that for both directions, the results are competitive
with the WMT baselines, and in fact surpass the commercial
baseline for the English-Icelandic direction. Moreover, we
see that PaLM fails to provide high-quality translations as
measured by BLEURT.

Results of multi-epoch training We present the results
of evaluating at each epoch over the Icelandic datasets
in Figure 1. We see a few patterns emerge. First, for
both directions, doing a single-pass is suboptimal. Sec-
ond, the Icelandic-English direction doesn’t benefit beyond
two epochs over the Icelandic dataset, while the reverse
direction benefits for up to 6 epochs. This suggests that
models develop the ability to extract meaning from text
much earlier than when they can reliably generate fluent
text. Moreover, it also suggests that we may be underesti-
mating the potential performance of our bilingual models if
we had extended their training to include multiple epochs
over the non-English datasets. Finally, we note that our
models remain fairly competitive with the WMT’21 submis-
sions and in fact outperform the commercial system in the

The unreasonable effectiveness of few-shot learning for machine translation

Models zh $ en

newstest21

de $ en

newstest21

is $ en

newstest21

Supervised models

WMT’21 1st Place 33.4 36.9 41.9 42 41.7 33.3
WMT’21 2nd Place 31.9 35.9 39.7 43.2 40 30.6
WMT’21 3rd Place 32.6 35.8 40 41.3 39.2 28.6
Google Translate 32.2 36.2 40.9 39.8 41.5 28.7

Few-shot translation models

PaLM 25.8 29.6 38.8 32.9 19.1 16.87
Bilingual LM (MBR) 21.6 25.6 37.1 29.4 33.52 17.7
Bilingual LM (Beam) 20.4 29.2 35.5 32.8 36.2 19.2
Trilingual LM (MBR) 22.2 26.8 36.1 28.5 � �
Trilingual LM (Beam) 20.45 25.5 36.2 31.8 � �

Table 9. BLEU scores from various models, both supervised and few-shot on some WMT newstest21 sets. We italicized the name
of our baselines. We use the suffix Beam when using beam search, and MBR when using MBR decoding. Note that we have no scores for
the trilingual models on the Icelandic pairs since we didn’t train any such models.

A. BLEU scores for the WMT’21 Language Pairs

We list out the BLEU scores, computed using SacreBLEU.13 We note that there is a big gap between the WMT models and
our models. On one hand, Freitag et al. (2022) reported that BLEU drops sharply when using MBR. However, we also find
this pattern even when using beam search, suggesting that few-shot translation models naturally produce translations which
are qualitatively different from traditional supervised models.

B. Model architecture

We use 32 Transformer layers, with 16 heads, a hidden dimension of 4096, and multi-query attention. The feed-forward size
is 16384 and the attention head size is 256.

13SacreBLEU signature: nrefs:1—case:mixed—eff:no—tok:TOK—smooth:exp—version:2.1.0, where TOK is 13a or zh.



Unbalanced capability across languages
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• It is usually better at handling languages with richer resources.
• Ratios come from XGLM paper (Lin et al., 2022)

• Up-sampled languages are indeed above average performance.

Figure source: Lin et al. Few-shot learning with multilingual generative language models. EMNLP’2022.
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Part 5: Conclusion



Conclusion
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• We evaluate the multilingual translation ability of several 
LLMs, including ChatGPT on 102 languages and 202 English-
centric directions.

• Even the best-performed LLM (ChatGPT) still lags behind the 
strong multilingual supervised baseline (NLLB) in 83.33% 
translation directions.

• We find that LLMs exhibit some new working patterns when 
used for machine translation.
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Thanks for Watching !


