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• kNN-MT incorporates the symbolic datstore to assist the 
neural model, which usually saves all target language 
token occurences in the parallel corpus. 

• The constructed datastore is usually large and possibly 
redundant. 

Motivation
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key-value datastore
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• The relationship between NMT model and symbolic datastore is 
unclear. 

• Intuitively, the pre-trained NMT model only needs knowledge 
that remedies its weakness. 

• We propose to explore this issue from the point of “local 
correctness” 

‣ translation correctness for a single entry (entry correctness) 

‣ Translation correctness for a given neighborhood 
(neighborhood correctness).

What Knowledge Does the Neural Model Need?
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• Entry Correctness 

‣ Entry correctness describes whether the NMT model 
could make correct translation for a specific entry. 

‣ It can be evaluated by comparing target token and 
prediction token: 

Local Correctness
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• Neighborhood Correctness 

‣ Neighborhood correctness evaluates the NMT model’s 
prediction on a neighborhood in the representation 
space. 

‣ Knowledge margin is proposed as the metric.

Local Correctness
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knowledge margin

h

known

unknownkm(h) = 4

Intuitively, km is the 
maximum size of the 

neighborhood of the entry 
h where the NMT could 

make correct translation



• Knownledge margin value can reflect the capability of the 
NMT model.

Local Correctness
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• Understand the role of different datastore entries. 

‣ Entries with small km: NMT model tends to fail when 
context are similar but different. 

‣ Entries with large km: NMT model generalizes well on 
these entries. 

• PLAC: Pruning with LocAl Correcness

Local Correctness

06

helpful

less helpful



• Pruning with local correctness (PLAC) cuts off 25%-45% 
datastore entries while achieve comparable performance 

‣ Previous pruning method (40% -1.4 BLEU, 10% -0.9 BLEU)

Experiment Results
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NMT: winner model of WMT19 De-En news translation task 
Dataset: OPUS, UM



• We analyze the local correctness of the neural model’s 
predictions to identify the conditions where the neural 
model may fail. 

• We find that the NMT model often fails when the 
knowledge margin is small.  

• We can safely prune the datastore with the proposed PLAC 
method, validating our findings about local correctness 
and translation failures.

Conclusion
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